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ABSTRACT
Instructional sequencing in Intelligent Tutoring Systems (ITS) refers to the pedagogical policy governing tutor decisions such as choosing the next topic, activity, problem, or feedback to help users learn. This policy affects students’ learning gains, engagement, and efficiency (speed of learning). We used reinforcement learning to train pedagogical policies for an ITS, with three novel aspects compared to prior work in this area. First, we used a different student modeling method, HOT-DINA, previously shown to achieve higher predictive accuracy than conventional Bayesian Knowledge Tracing. Second, we used deep reinforcement learning, which has had limited exploration for this purpose. Specifically, we employed Deep-Q-networks (DQN), asynchronous actor-critic (A2C), and Proximal Policy Optimization (PPO) to learn three pedagogical policies for optimizing expected learning gains. Third, we evaluated these policies on simulated students trained on longitudinal log data from hundreds of children using RoboTutor, a tablet tutor for basic Swahili literacy and numeracy. We evaluated the trained policies by estimating the simulated students’ learning gains. They were higher than the actual students’ learning gains inferred from the historical data, and higher than the simulated students’ learning gains from using the original policy.
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1. INTRODUCTION
An Intelligent Tutoring System (ITS) aims to teach a set of target knowledge components such as concepts or skills. Teaching involves sequential decisions at various grain sizes, such as what knowledge to teach, what activities to provide, what problems to present, and what help to give. These instructional sequencing decisions affect student learning [14], so improving them can make an ITS more effective.

We study this problem in the context of RoboTutor, a $1M Finalist in the Global Learning XPRIZE Competition to develop an open source Android tablet tutor to teach basic Swahili literacy and numeracy to Tanzanian children ages 7-10 without requiring adult intervention (www.robotutor.org). XPRIZE independently field-tested RoboTutor for 15 months in 28 villages in Tanzania. The data for this paper comes from the version of RoboTutor used during the last 3 months of the XPRIZE field evaluation.

Advances in computing speed, memory size, data storage, cognitive models of student learning [24, 23], availability of large data sets, and deep reinforcement learning (RL) [13, 12, 15] have made the use of RL for adaptive instructional sequencing very promising. Deep RL has had some exploration, albeit limited, in learning teaching policies for an ITS. By using deep RL, we aim to discover better teaching policies.

Ideally, one would evaluate a teaching policy by using it with actual students and measuring its impact on their learning gains from pre to posttest. In practice, such evaluations require long studies, large sample sizes, and costly resources to demonstrate significant effects. Instead, we use data logged by an ITS to train a student model, and use it to simulate the policy’s impact on student learning. By using different deep RL methods to discover policies, we can determine which ones achieve the highest (simulated) learning gains.

To find an optimal decision policy, RL searches a space of action sequences by a simulated agent, computing the effect of each action, and using it as feedback on earlier decisions to arrive at an optimal policy for what action to choose in each state. For instructional sequencing, we use a simulated tutor as the RL agent, and a simulated student to estimate the effects of its actions.

The rest of the paper is organized as follows. Section 2 relates this paper to prior research. Section 3 describes the student and tutor models used by our simulated agent. Section 4 describes the methods we use to learn decision policies. Section 5 describes how we evaluate the learned policies. Section 6 concludes and discusses limitations of this work.

2. RELATION TO PRIOR WORK
Instructional sequencing was first formulated as an RL problem as early as 1960 [9], though the term "reinforcement
showed that the students preferred the BKT-based sequence performed better on harder problems. A classroom survey while students using the BKT-based sequencing algorithms ing the baseline policy performed better on easier problems difficulty levels according to a domain expert. Students us-
ing a worked example or just a problem statement. Stu-
dents taught using a policy that optimized immediate re-
mun mentor's performance on each attempt to use a given skill. Moreover, student performance is a noisy function of student knowledge — a student may slip in applying a known skill, or accidentally apply an unknown skill correctly by guessing the answer. So our student model represents just the probability $\Pr(\text{Know}_t)$ that the student knows the skill at time step $t$, based on the student’s observed performance.

Simulating RoboTutor is much simpler. For the work reported here, we just need to represent the tutor state that affects the behavior of the simulated student. Therefore the tutor state captures only the essentials, such as which problem to present next, and when to promote (or demote) the student.

### 3.1 HOT-DINA Student Model

To train our student model, we use HOT-DINA, a hybrid of Bayesian Knowledge Tracing (BKT) [24] and Item Response Theory (IRT) [8], because it achieved significantly higher predictive accuracy than BKT on a widely used data set from an algebra tutor [23].

Student models in intelligent tutors typically use Bayesian Knowledge Tracing (BKT) to estimate students’ knowledge from their observed performance. A BKT model [5] has 5 parameters: $\text{knew}$, $\text{learn}$, $\text{forget}$, $\text{slip}$, and $\text{guess}$. The $\text{knew}$ parameter is the probability that the student knows the skill prior to practising it. The $\text{learn}$ parameter is the conditional probability of knowing the skill at step $t+1$ given that the student does not know it at step $t$. Conversely, the $\text{forget}$ parameter is the conditional probability of not knowing the skill at step $t+1$ given that the student did know it at step $t$. The $\text{guess}$ parameter is the conditional probability of an attempt succeeding given that the student does not know the skill. Conversely, the $\text{slip}$ parameter is the conditional probability of an unsuccessful attempt given that the student actually knows the skill. Typically $\text{forget}$ is assumed to be 0, and the model parameters ($\text{knew}$, $\text{learn}$, $\text{guess}$, and $\text{slip}$) are fit to students’ logged performance data using the Expectation Maximization algorithm [20].

HOT-DINA has the same $\text{guess}$, $\text{slip}$, and $\text{learn}$ parameters as BKT, but estimates its $\text{knew}$ parameter based on these parameters from IRT:

$$\theta_n: \text{Proficiency or ability of student } n$$

$$a_k: \text{Discrimination of skill } k$$

$$b_k: \text{Difficulty of skill } k$$

$$\alpha_{nk}^{(0)}: \Pr(\text{student } n \text{ knew skill } k \text{ before starting practice})$$

$$\alpha_{nk}^{(0)} = \frac{1}{1 + \exp(-1.7a_k(\theta_n - b_k))} \quad (1)$$

Thus, in estimating $\text{knew}_{nk} = \alpha_{nk}^{(0)}$, HOT-DINA extrapolates from student $n$’s knowledge of other skills, and from
other students’ knowledge of skill $k$, albeit at a high computational cost to fit the model. The $\kappa$ parameter from HOT-DINA varies with student proficiency in the same way that Pr(Correct) varies with latent student ability in an IRT 3PL model, as illustrated in figure 1.

HOT-DINA computes $\alpha_{nk}^{(t)} = \Pr(\text{student } n \text{ knows skill } k \text{ at time } t)$ for subsequent time steps $t$ by updating it in the same way as Bayesian Knowledge Tracing. Following the BKT updates, HOT-DINA updates student knowledge as explained below. The next few lines cover some basic notation and the update equations for the HOT-DINA student model. Note that variables $q, \alpha, y$, and $Y$ are all binary, but we use $(.)$ as shorthand for $\Pr(.)$.

$$\begin{align*}
(\alpha_{nk}^{(t)} = 1) : \Pr(\text{student } n \text{ knows skill } k \text{ at time } t) \\
(q_{nk}^{(t)} = 1) : \Pr(\text{student } n \text{ applies skill } k \text{ correctly at step } t) \\
(Y_{nk}^{(t)} = 1) : \Pr(\text{student } n \text{ succeeds on an attempt at activity } j \text{ at step } t)
\end{align*}$$

$q_{jk}$: 1 if attempt $j$ exercises skill $k$, otherwise 0

$$
\begin{align*}
(q_{nk}^{(t)} = 1) &= (1 - \text{slip}_k)(\alpha_{nk}^{(t)} = 1) + \text{guess}_k(\alpha_{nk}^{(t)} = 0) \\
\tag{2}
\end{align*}

$$
\begin{align*}
(Y_{nk}^{(t)} = 1) &= \prod_{k=1}^{K} (q_{nk}^{(t)} = 1)^{q_{jk}} \\
\tag{3}
\end{align*}

$$
\begin{align*}
(\alpha_{nk}^{(t)} = 1 | Y_{nj}^{(t)} = 1) &= (\alpha_{nk}^{(t)} = 1) \cdot \left(1 - \text{slip}_k \cdot \frac{1}{Y_{nj}^{(t)}}\right)^{q_{jk}} \\
\tag{4}
\end{align*}

$$
\begin{align*}
(\alpha_{nk}^{(t)} = 1 | Y_{nj}^{(t)} = 0) &= (\alpha_{nk}^{(t)} = 1) \cdot \left(\text{slip}_k \cdot \frac{1}{1 - Y_{nj}^{(t)}}\right)^{q_{jk}} \\
\tag{5}
\end{align*}

$$
\begin{align*}
(\alpha_{nk}^{(t+1)} = 1) &= (\alpha_{nk}^{(t)} = 1 | Y_{nj}^{(t)}) + \{\text{learn}_k \cdot (\alpha_{nk}^{(t)} = 0) | Y_{nj}^{(t)}\} \\
\tag{6}
\end{align*}

### 3.2 Simulating a Student

The student model must perform two functions. First, it must simulate whether an attempt to use a given skill succeeds, given the probability that the student knows the skill. Second, based on the outcome, it must update its estimated probability that the student knows the skill. To simulate a student’s performance, we first estimate $\Pr(\text{Attempt } j \text{ succeeds})$ as in equations 2 and 3. We then simulate the student attempt (successful or unsuccessful) by doing a biased coin flip based on this estimated probability. Given the simulated outcome, we perform knowledge tracing over multiple skills using the update equations 3-6.

### 3.3 Training the Student Model

We have already defined our student model HOT-DINA. To limit computation time, we fit the model on logged data from a single village, consisting of 42,010 attempts by 8 children to apply 22 skills. We fit one proficiency parameter for each child and 5 parameters for each skill (guess, slip, learn, difficulty, and discrimination), 118 parameters in total. Fitting 5 separate parameters per activity instead of per skill might achieve higher accuracy but would require fitting 8,558 parameters. The original HOT-DINA used OpenBUGS Gibbs sampling package [11]. However, we use MCMC sampling [1] for Bayesian inference with PyStan (a statistical modeling tool) because it is faster than OpenBUGS and handles larger datasets. Fitting the 118-parameter HOT-DINA model to 42,010 attempts took approximately 4 days on a supercomputer with 128 GB RAM and 28 cores.

Table 1 shows the converged $\theta$ values for the 8 individual student proficiency parameters of the student model. Space precludes listing the values of the 110 guess, slip, learn, difficulty, and discrimination parameters estimated for the 22 skills. Once we obtain the model parameters, we can simulate whether an attempt succeeds, and based on this outcome, perform knowledge tracing over multiple skills to update the student’s knowledge probabilities.

### 3.4 Simulating RoboTutor

A session starts when the student launches RoboTutor and ends when the student exits. RoboTutor has a total of 1710 educational activities in three content areas – literacy, numeracy, and stories, each with its own sequence of activities. Each activity gives assisted practice on one or more skills using a sequence of items (typically 10), such as letters or words to write, number problems to solve, or sentences to read. Each item requires one or more steps and each step may take the student one or more attempts.

RoboTutor rotates through the three content areas, keeping track of the student’s position $i$ in each content area. The student can repeat the same activity, choose the activity at position $i$ or $i+1$ in the next content area in the rotation, or exit RoboTutor. Thus the tutor state specifies the current content area and the student’s position in it. Based on the student’s percentage of successful attempts during the ac-
tivity. RoboTutor either denotes the student BACK to the previous position $i-1$ in the current content area, stays at the SAME position $i$, advances to the NEXT position $i+1$, or SKIPS to position $i+2$.

Our student and tutor simulator deviate from RoboTutor in a few respects. First, RoboTutor lets the student repeat the previous activity or choose between activities $i$ and $i+1$. In contrast, the simulated student always chooses activity $i$, i.e., we do not model student preference. Second, RoboTutor lets the student attempt all the items in the current activity or quit at any point to choose another activity. In contrast, the simulated student chooses activities one item at a time, i.e., we do not model student persistence. Third, if the student makes less than 3 attempts before quitting an activity, RoboTutor moves to either position $i-1$ or $i+1$ with equal probability, on the grounds that the number of attempts is insufficient to assess, but the student does not want to repeat the activity at position $i$. Fourth, RoboTutor chooses among BACK, SAME, NEXT, and SKIP based on fixed heuristic thresholds on the percentage of correct attempts. In contrast, the simulated tutor chooses among these 4 actions based on the learned policy.

4. LEARNING INSTRUCTIONAL POLICIES

We aim to use deep RL methods to learn a teaching policy that maximizes long-term rewards formulated as the learning gains (LG). The goal of an RL agent is to learn a policy $\pi$, defined as a mapping from state space $S$ to action space $A$. Given any state, the RL agent follows a series of actions chosen by the learned policy to maximize the long-term expected reward. In the context of an ITS, we specify the RL agent as follows:

State $s_t$: We define the state as a combination of the student state and the tutor state. The tutor state determines the set of actions available to the RL agent at a given step. We represent the student state as a vector of probabilities where element $k$ is the estimated probability that the student knows skill $k$.

Action $a_t$: The actions taken by the RL agent correspond to making tutorial promotion decisions: BACK, SAME, NEXT, or SKIP.

Next state $s_{t+1}$: The knowledge vector of a student after a Bayesian update based on the simulated student’s response to tutor action $a_t$ in state $s_t$ is the updated student knowledge state. The updated tutor state is given by the tutor simulator. The updated student knowledge state and tutor state together give the next state $s_{t+1}$.

Reward $r_t(s_t, a_t)$: We use a novel reward function defined as the average difference between prior and posterior knowledge states based on the simulated student’s response to the tutor action $a_t$ to the student simulator as defined in equation 7. Our goal is to maximize the long-term rewards (LG) with time horizon $T$ (equation 8).

$$r_t(s_t, a_t) = \frac{1}{K} \sum_{k=1}^{K} (\alpha_{nk}^{(t+1)} = 1) - (\alpha_{nk}^{(t)} = 1)$$ (7)

$$LG = \frac{1}{T} \sum_{t=1}^{T} r_t(s_t, a_t) = \frac{1}{K} \sum_{k=1}^{K} (\alpha_{nk}^{(T)} = 1) - (\alpha_{nk}^{(0)} = 1)$$ (8)

We employ Deep RL methods - DQN, A2C, and PPO - to learn teaching policies by simulating tutor-student interactions. We use a novel state representation consisting of a student state and a tutor state. We represent student n's knowledge state as the vector of estimated probabilities of student n knowing skill $k$ as $[\alpha_{n1}^{(t)} = 1], ..., (\alpha_{nK}^{(t)} = 1)]$. The tutor state includes the current content area (literacy, numeracy, or stories) and the student’s current position in the curricular sequence for that area. We use a novel reward function formulated as the estimated learning gains: average difference (across 22 skills) in student knowledge after $T=500$ steps of problem solving. Our actions consist of choosing BACK, SAME, NEXT, or SKIP while following the content area rotation constraints. Figure 2 shows a diagrammatic overview of our framework, STEP: Simulate, Train, Evaluate Policy.

We learned a decision policy – a mapping from states to actions – that maximizes the total expected reward of following the policy $\pi^*$. As the reward function for student $n$, we use the knowledge gain estimated by the student model, i.e. posterior minus prior estimates of $\text{Pr(}n \text{ knows skill } k)$, averaged over all skills. The total reward (called “returns”) is just the cumulative rewards over 500 steps. The posterior and prior refer to the estimated knowledge states before and after applying the Bayesian updates (equations 4-6) on an activity selected by tutor action $a_t$. The information for prior knowledge is implicitly present in the knowledge state $s_t$. In order to save computational time, we learned policies with a time horizon of $T=500$ steps. Though our experiments stick to a finite horizon and undiscounted returns, it is possible to extend this approach to any finite number of steps or even to infinite-horizon discounted returns with discount factor $\gamma \in (0, 1)$.

For every RL algorithm in our study (DQN, A2C, and PPO), we learn exactly one policy assuming we have to teach a simulated student with very low knowledge ($\alpha_{nk}^0 = \text{Pr(}n \text{ knows skill } k) = 0.05$ for all 22 skills). The reason for this assumption is so that our RL agents can explore larger areas of the state space. For example, if we were to learn a teaching policy for a student with a prior $\text{Pr(}n \text{ knows skill } j) = 0.5$ for $j=1...22$, the agent could explore only parts of the knowledge state space $\geq 0.5$ (since we assume the student does not forget knowledge) and thus would not be able to generalize to students with low knowledge ($<0.5$). On the other hand, if we train on a student with very low knowledge ($=0.05$), this student will eventually be able to reach a higher knowledge state and the policy will still be able to take optimal actions since this state space has been explored before.
5. EVALUATION AND RESULTS

We evaluated our learned RL policies against a historical baseline and two baseline policies – a random policy and the policy used in the original tutor – across 8 students from a village that used RoboTutor. It is important to note that a random policy is not necessarily bad. For example, all actions in an ITS might improve student learning (but by various amounts), in which case a random policy can be a decent baseline [16, 25]. For each student, we evaluate 3 different teaching policies, induced by the DQN, A2C, and PPO algorithms.

Table 2 compares the percentage improvement in learning gains as a result of using deep RL methods over both baselines. Percent improvement was calculated as the fraction of the difference in learning gains between baseline and proposed policy and the baseline policy. The original policy baseline is based on the simulated tutor using the original promotion policy and simulated students trained on actual students’ historical data. The original policy compared a student’s percentage of correct attempts against thresholds based on which the policy could either demote a student BACK to a previous activity, retain the student on the SAME activity, promote the student to the NEXT activity, or advance the student to the activity thereafter (SKIP). The random policy baseline randomly chose BACK, SAME, NEXT, or SKIP.

Figure 3 shows how student knowledge, averaged across all 22 skills, evolves over 500 time steps – i.e. the first 500 attempts. The figure displays three baselines as dashed lines:

- **Historical baseline** for one of the 8 students, estimated by the student model from the student’s 734 logged attempts. (All 8 students made more than 500 attempts.) Much of this learning curve looks flat because it’s averaged over 22 skills of which only 1 or 2 changed at each time step. RoboTutor continued each activity until the student completed or exited it, which the student did much less often after successful attempts than after unsuccessful attempts. Consequently, the estimated probability of knowing a skill tended to reach ceiling early in an activity and then stay flat until starting a new activity, resulting in a terraced learning curve – so much so that one reviewer even asked if there was any learning at all after the first 75 time steps.

- **Original policy** evaluated on simulation of the same student driven by a model fit to the student’s estimated proficiency, with its 110 skill parameters trained on data from all 8 students. Learning curves for the simulated student were averaged over 500 Monte Carlo runs. The simulated tutor was free after each attempt to switch to a different activity, where knowledge gain might be higher, in contrast to the historical baseline, which changed activities only 16 times. Consequently rather than matching the historical baseline, the simulated student’s learning curve was much faster.
• Random policy applied to this simulated student.

The solid lines show the same simulated student’s learning curves under the policies produced by the 3 deep RL methods:

• DQN policy learned by the Deep Q Network method
• A2C policy learned by the Advantage Actor Critic method
• PPO policy learned by Proximal Policy Optimization

Figure 3 shows learning curves for a single student, but all 3 deep RL methods beat the baseline learning gains for each of the 8 students, except for two where DQN performed comparably to the baseline policies. As Figure 3 illustrates, the A2C and PPO policies resulted in nearly identical learning curves even though A2C and PPO were trained separately, suggesting that they discovered optimal teaching policies but DQN did not. Even though averaged over 500 Monte Carlo runs, A2C and PPO fluctuate up and down, in contrast to the smooth shape of the other learning curves. As an insightful reviewer pointed out, this fluctuation suggests that A2C and PPO may be “taking more adventurous actions compared to other policies,” leading to higher learning gains at the cost of “some very challenging experiences for the simulated students” along the way.

6. CONCLUSION: CONTRIBUTIONS, LIMITATIONS, AND FUTURE WORK

This paper introduces our STEP framework (Simulate, Train, Evaluate, Policy), which uses deep RL to maximize learning gains in an ITS and discovered policies that beat baseline policies. To the best of our knowledge, this is the first work that compared different deep RL methods for maximizing ITS learning gains by simulated students trained on data from real students. Most prior work either used deep RL to optimize problem solving time or did not outperform baselines. STEP is a novel combination of the HOT-DINA student model with deep RL for policy learning and uses a simulated student trained on historical data.

We used a novel state representation consisting of a student state – formulated as the vector of knowledge probabilities per skill – and tutor state. We used simulated learning gains as a new reward function, computed as the average change in estimated knowledge probability during a student-tutor interaction. Though all 3 deep RL methods found good teaching policies, PPO was the most promising; A2C learned a policy close to that of PPO; and DQN did not perform as well as PPO or A2C, but still beat the baseline policies. This result supports the use of deep RL induced policies for instructional sequencing in an ITS.

We trained a single student model on a set of 8 students, estimating proficiency for each student, and other parameters for each skill. The resulting activity selection policy could be used with unseen students to adapt to their performance by assuming average proficiency, in contrast to individualization methods that must be trained on data from the individual. The learned policy is student independent in that we evaluated a single learned policy on all 8 students in our study. We focus here on a particular level of policy learning, namely activity selection, ignoring item-level effects that we would have to model in order to learn item selection policies. RoboTutor’s behavior at the grain size of activities is easy to model because it follows a fixed rotation among content areas and a simple policy for promotion based on performance. Modeling its behavior at finer grain sizes would depend on details of specific activities.

Our work has several limitations. Most obviously, rather than evaluate on actual students, we used a model-based approach to simulate students. Any policy based on a student model might not be as good as it seems. Although we trained the model on historical data from real students, this approach is limited not just by the amount of data collected but by the model’s assumptions about student learning. Future work should explore better student modeling methods by relaxing these assumptions.

One such assumption, standard in Bayesian Knowledge Tracing, is that forgetting is negligible, i.e., forget = 0. This assumption may be realistic over short time intervals but not in longitudinal studies.

The further from the historical trajectory that we apply the model to explore alternative sequences of tutor decisions, the less we can trust it. Due to the nature of the historical data, estimates of the probability of the student knowing a skill are implicitly conditioned on the student’s position in RoboTutor’s sequence of activities. Consequently, extrapolating these estimates to states far from the historical trajectory is unreliable.

We tried evaluating policies by their incremental effect – at each point in the history, what action would the policy have chosen? By summing the impact of these individual changes, we hoped to measure the overall impact of the policy more accurately than by following the simulation wherever it led. Unfortunately, this approach turned out to inflate the expected impact by crediting the same beneficial action at multiple simulated steps, despite the fact that in reality it could be performed only once.

Our model ignores item-level effects: it treats all items in an activity as practicing the same skill. This assumption may be plausible for an activity selection policy, but training an item selection policy would require modeling item-level knowledge and learning.

The student and tutor models make some simplifying assumptions. We assume that the student will complete every presented item, and will always choose the first of the two activities offered as choices, rather than the second activity or repeating the previous activity. Rather than try to model students’ choices among these options, and their decisions about whether and when to exit an activity, we simply let the RL agent choose which activity to do next after each attempt. The resulting behavior likely overestimates learning compared to real student behavior. Future work could try to avoid these assumptions by training models of student persistence and preference on historical data, but these motivational aspects of student behavior are less understood.
than the cognitive aspects modeled by knowledge tracing.

Our HOT-DINA model uses parameters per skill, leaving no differentiation between two activities that exercise the same set of skills. Parameterizing the HOT-DINA model per activity would differentiate between same-skill activities but at the cost of greater computational expense. Future work should explore this option.

Is PPO always best? While our work speaks strongly in favour of PPO and A2C induced policies, we studied deep RL on only one ITS. Future work should study deep RL on diverse tutors to determine if PPO always discovers the most useful policies.

This study used data from only 8 children from one village, out of the hundreds of children who used RoboTutor in 28 villages for the Global Learning XPRIZE’s 15-month field test. A future replication study could apply the same approach to historical data from the 27 other villages. More interestingly, testing the learned policy in vivo would involve modifying it to stay longer in each activity and devising a method to evaluate its impact, perhaps by comparing the same student’s progress under the old and new policies.
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